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Abstract 

Biofuels itself is an ‘acheel’s heel’ and algal studies are still far away from 

commercial reach. Microalgae has a high potential in third generation biofuels. The major 

concern among microalgal research is unavailability of huge biomass required for 

commercial production. Green alga, species belonging to Chlorophyceae has more diversity 

and has a greater adaptation in wide climatic conditions. The current study aimed for biomass 

and lipid enhancement through media optimization studies. The experiment was divided into 

two phases of Response Surface Methodology in which placket – Burmann as phase-1 and 

Box-Behnken as phase 2. In PB experiment NaNO3, CaCl2, MgSO4, KH2PO4, K2HPO4, 

Urea, and 2-4, D. Biomass had a better response for all the variables except Di-potassium 

orthophosphate.    Further in Box Behnken experiment three variables NaNO3, CaCl2 and 

urea were chosen based on the results obtained from PB design. The results has revealed 

highest wet biomass which was obtained in Experiment number 1 [Concentration of NaNO3 

(High; +1), CaCl2 (Central; 0) and Urea (Low: -1)] with biomass yield of 3.65 g/L on 14th 

day of inoculation followed by experiment 2 [ Concentration of NaNO3 (Low: -1), 

CaCl2(Central; 0) and Urea (Low: -1)] with yield of 3.45 g/L and lowest was in experiment 3 

i.e., control [Concentration of NaNO3 50g/L,CaCl2 2.5 g/L and no Urea] with 2.28 g/L. 

Highest yield obtained in control was observed on 16-17th day of inoculation where as in 

formulated media it was observed on 13-14th day of inoculation. Two optimized media are 

being formulated for biomass and lipid enhancement. The isolate further may be used for 

biofuel studies. 
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Abstract 

The environmental and economic aspect of fossil fuel use at greater extent encourages 

to find new alternative to fossil fuel which is ecofriendly and cost effective that could meet 

the growing energy demand. Biodiesel is Fatty acid alkyl esterone among the alternative 

renewable promising biofuel. The production of biodiesel through enzymatic 

transesterification is more advantageous than thermochemical process. Enzymatic process is 

influenced by many factors such as amount of biocatalyst, molar ratio of oil to alcohol,  

temperature, pH, rpm, time etc. Effective variables for transesterification may vary based on 

the type of feedstock and catalyst used, therefore it is essential to optimize the process 

suitable for each type of feedstock to achieve higher yield of biodiesel. Optimization through 

statistical way is more advantageous than traditional method. Reaction conditions of 

transesterification is optimized through Response Surface Methodology by Plackett-Burman 

and Box-Behnken design. The factors used in the present study for PB design are molar ratio, 

amount of immobilized lipase, temperature, time, pH, agitation speed and water content. The 

result showed that among seven variables, pH (p-value 0.003), agitation speed (p-value 

0.024) and amount of immobilized lipase (p-value 0.041) having p<0.05 are statistically 

significant positively affecting the transesterification process of Pongamia seed oil. Further 

these effective variables are studied for optimization through Box-Behnken design. p-value 

developed for the model is found to be 0.007, indicating that the model is very adequate and 

highly significant at 95% confidence interval (p-value 0.05) approves the model for 

validation. The optimum parameters obtained by statistical designs such as concentration of 

biocatalyst (12.5%), pH (7), agitation speed (125rpm), molar ratio (1:3), temperature (45℃) 

and reaction time (24hr). Under optimum conditions, the model estimated biodiesel yield of 

96% and experimental trial yields around of 94.8%. Fuel properties of biodiesel is tested as 

per ASTM standards. 
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User Credibility-Based Trust Model
for 5G Wireless Networks
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Abstract The 5G wireless networks are expected to provide fastest mobile Internet1

connectivity, efficient network access, capable of handling large amount of data2

traffic, connecting large number of mobile devices with high-throughput and very-3

low latency. The new technologies such as cloud computing, network function virtu-4

alization (NFV), and software-defined networking (SDN) are being used in 5G5

wireless networks. The number of small cells in 5G networks creating a hetero-AQ1 6

geneous network environment (HetNet), where users will join and leave the network7

frequently causing repeated authenticated vertical handoff across the different cells8

leading to delay in the network. There are new security requirements and challenges9

in 5G mobile wireless network due to its advanced features. Therefore, in this paper10

to deal with secured vertical handoff, a trusted authenticating mechanism is proposed11

to secularly authenticate the user based on the credibility in 5G wireless networks.12

It is generating a trust relationship between user, base station, and home networks13

based on the user credibility and performs quick and secured handoff. The user cred-14

ibility is comprises the direct credibility and indirect credibility calculation. Based15

on the user credibility, the trustworthiness of user equipment (UE) is identified and16

vertical handoff performed without re-authentication across different heterogeneous17

small cells in 5G wireless networks.18
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Abstract—The ubiquitous network has set of heterogeneous
networks such as wireless sensor networks, cellular networks,
mobile adhoc networks, Bluetooth networks, etc. Each heteroge-
neous network communicates with other to perform ubiquitous
computation, but there is a need of a fault tolerance mechanism.
This kind of mechanism is used to provide continuous services
to users in the presence of faults. The faults may be node,
link, and memory level faults in the ubiquitous networks. Such
levels faults are lead to the failure of the networks. However,
there is a need for substantial time and sufficient resources
for providing reliability in fault tolerance mechanisms. In this
work, it has been proposed that cognitive agent based fault
analysis and identification of types of faults using support vector
machine algorithm. Also, the various types of cognitive agents
are defined as network cognitive agents, heterogeneous node
cognitive agents, gateway cognitive agents, ubiquitous cognitive
agents, and fault analysis and identification cognitive agents.
Each agent is communicating with other for analyzing the types
of faults. Finally, the proposed work is simulated in terms of
delay, probability analysis and identification, throughput, packet
delivery ratio, and agent computation overhead.

Index Terms—Ubiquitous Networks, Cognitive Agents, Fault
identification, Fault Analysis, Support Vector Machine

I. INTRODUCTION

Ubiquitous Networks (UNs) are used to access the services
at anytime, anywhere, and at anyplace through the comput-
ing devices [1]. The dynamic and the uncertainty nature of
ubiquitous network with resource constraints of the devices
lead to deal with fault toleranceA system’s fault tolerance
is its ability to provide the desired level of functioning even
when there are defects. The basic purpose of a fault tolerant
system is to increase the availability and the reliability of
the system. Fault tolerance should be seriously considered in
many ubiquitous network systems since ubiquitous nodes are
prone to failure. Each layer of the network system takes fault
tolerance into account. More specifically, fault tolerance in
a ubiquitous network may exist at hardware layer, software
layer, network communication layer, and application layer.

There are several reasons for a communication link or a
device/node to fail. The faults in any computing network can
be categorized as device faults, application faults, network
faults, and service faults. Device faults are considered as
physical devices such as mobile devices, sensor nodes, and
actuator failure. Each device has its own set of faults which

contribute to failure of system. These devices will exist with
limited battery power and signal strength because of which the
system will not be able to execute an application. Anytime
and anyplace service provider with its dynamic nature of
nodes leads to networks faults like link failure and congestion
problem. It gets disconnected with the ubiquitous computing
environment makes the application to fail and sometimes there
may be problem with service. Sometimes the system works
correctly but gives incorrect result or operates incorrectly
because of node failure.

Cognitive agent (CA) is a lightweight process that performs
the tasks based on its knowledge regularly from the ubiquitous
networks environment. CA independently executes the tasks
in a flexible and intelligent manner. CAs are communicates,
coordinate with other agents by its experience with changing
environment and place [2]. CAs based fault tolerance in
ubiquitous networks will handle the fault identification by
deploying CAs at each layer of an environment to handle
different types faults. Also, able to search available devices
with resources either during or before data processing takes
place and monitor the progress of information processing.

The CAs collects the information of users, nodes, links,
available devices, and an environment for generating the
beliefs. Develop the plan for the actions for achieving the
goals (desires) of analysis and identification of faults using
predictive analytics model that is Support Vector Machine
(SVM). The desires of the beliefs are executed by the CAs in
the ubiquitous networks that is the intention of the proposed
CAs.SVM is a classification algorithm that classifies the types
of faults in a ubiquitous network.The data is mapped from the
input space vector to a higher-dimensional feature space vector
using the mapping function. The high dimensional feature
space and hyperplane in feature space are used to maximize
the classification capability of SVM [3]. SVMs can be used
to do nonlinear node classification by mapping the classified
data to a high-dimensional feature space with the possibility
of linear classification.

In this paper, the CA based fault analysis and identification
using SVM approach is presented. Also, monitor the status
of the nodes, links, and memory level of each ubiquitous
node as a continuously by CAs. The classifications of the
faults are done by using SVM classification algorithm. SVM
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based classifier has better generalization property because it
has principle of structural risk minimization.
The remainder of the study is organised as follows: Section 2
discusses current strategies for detecting problems in ubiqui-
tous computing. The proposed technique of Cognitive Agents-
based defect identification and analysis is demonstrated in
Section 3. The simulation and results are presented in Section
4. Finally, in Section 5, the conclusion is offered.

II. RELATED WORK

In this work, it has been carried out the related works
towards proposed work that are as follows: The work given
in [4] proposes a fault-tolerant anomaly detection method
to improve and provide a solution to the problem where
the event detection degrades when the probability of fault
reaches a crucial value.The work given in [5]presents detection
of defects in the Gas Station Internet of Things (GS-IoT)
system and presents a bi-directional long-short term memory
(BiLSTM) network algorithm combined with a support vector
machine (SVM), SVM-BiLSTM. Work given in [6] described
a bacterial-inspired technique for detecting unique mobile
faults in wireless sensor networks (WSNs). Fault detection
accuracy is considered as a parameter for analysis.The work
given in [7] offers to integrate and detect hybridization be-
tween AI approaches and big data algorithms in order to
improve building system monitoring and control, boosting
comfort and lowering operating costs. A method has been
proposed that uses AI and big data collected by building
management systems to automatically detect irregular energy
consumption (BMS).

The work given in [8] proposed an algorithm in which the
checkpoint approach is used for executing recovery action in
distributed system. The faulty node identified will be replaced
and keeping the remaining part of network as it is and it han-
dles hardware and software faults. Work given in [9]presents
a data-based fault detection system for analyzing sensor node
data and determining problems, preventing the related nodes
from delivering data and reducing network damage. By col-
lecting and analyzing data, the effectiveness of the suggested
fault-detection model was tested on an integrated management
platform based on the Internet of Things. The findings show
that if a malfunctioning sensor node is not disconnected from
the network, superfluous data transmission of other sensor
nodes occurs as a result of ongoing abnormal data transmis-
sion, increasing energy consumption and shortening network
lifetime. The work given in [10] proposes an analysis of failure
propagation is used to offer a fault localization method based
on sample programmes. When enough sample programmes
are provided, even if the defective programme fails all test
cases, the suggested methods of programme clustering and
fault localisation working together can effectively find the
suspicious statements, according to the experimental results.
The work given in [11] proposed task based fault handling by
saving the state of system periodically and restarting the job
from its previously checked point instead of starting point by
which the loss of information will be prevented.

The work given in [12] presented SVM grid approach for
on line fault detection. Fine tuned prediction algorithm is
used to get input parameter for increasing accuracy. Using the
Markov State Transition Model, the work presented in [13]
offered fault tolerance and QoS-based pervasive computing.
A fuzzy logic approach for fault node detection with three
inputs for an IOT system in presented in [14]. The parameters
considered in this are false alarm rate and detection accuracy
for performance analysis. The work given in [15] proposes
a mechanism in WSNs for fault detection with low energy
consumption distributed fault detection. It used the information
collected by node will identify the fault by itself then uses
neighboring node for data collection which reduces the traffic
in communication. A method for detecting the attack on
network by using SVM is described in [16].

III. PROPOSED WORK

In this section, the proposed system architecture, compu-
tation of fault assessment value, and functioning scheme of
the proposed scheme are discussed. The majorities of the
existing techniques consider the status of nodes and have not
applied intelligence techniques. In this work, for improving
the efficiency of ubiquitous networks applying CAs. The major
contributions of the paper includes: 1) the design of CA based
SVM algorithm to fault analysis and identification. 2) Employ-
ing Belief-Desire-Intention (BDI) model using proposed CAs
towards the faults of the network in terms of node or device,
link, and memory level faults. 3) The usage of proposed CAs
for delivering the network information for achieving the fault
tolerance. 4) Evaluate the fault assessment value at each level
of faults and 5) Finally, evaluated the proposed scheme in
terms of performance parameters such delay, probability of
fault analysis and identification, throughput, packet delivery
ratio, and agent computation overhead.

A. System Architecture

The Figure 1 depicts the proposed system architecture. This
architecture comprises various types of CAs like Network
Cognitive Agents (NCAs), Heterogeneous Node Cognitive
Agents (HNCAs), Base Station or Gateway Cognitive Agents
(BSCA/GCAs), Ubiquitous Cognitive Agents (UCAs), and
Fault Analysis and Identification Cognitive Agent (FAICA).
The ubiquitous network associates with set of various het-
erogeneous networks like WSNs, Wi-Fi networks, Bluetooth
networks, cellular networks, mobile Adhoc networks, etc., so
each heterogeneous network associates with CAs. Also, each
network associates comprises set of ubiquitous nodes. The
descriptions of the proposed CAs are as follows:

• NCA – This agent is a type of mobile CA that monitors
the network conditions in terms of node/device failure,
link failure, node memory, and bandwidth of the network.
This agent acts as an intelligent, autonomous, and pro-
active in the networks. It moves from one node to another
node in the network to get the node information, band-
width, and link information by contacting with HNCA

Proceedings of the International Conference on Electronics and Renewable Systems (ICEARS 2022)
DVD Part Number: CFP22AV8-DVD; ISBN: 978-1-6654-8424-4

978-1-6654-8425-1/22/$31.00 ©2022 IEEE





 

 

  



 





Contents

List of contributors xiii
Preface xv

1. Optimization in the sensor cloud: Taxonomy,
challenges, and survey 1

PRASHANT SANGULAGI AND ASHOK SUTAGUNDAR

1.1 Introduction 1
1.2 Background and challenges in the sensor cloud 4

1.2.1 Key definitions 4
1.2.2 Challenges/issues 5

1.3 Taxonomy for optimization in the sensor cloud 6
1.3.1 Load balancing 7
1.3.2 Information classification 10
1.3.3 Information transmission 11
1.3.4 Information processing 13
1.3.5 Limitations of existing work 15

1.4 Discussion and future research 16
1.4.1 Discussion 16
1.4.2 Future research 18

1.5 Conclusion 19
References 19

2. Computational intelligence techniques for
localization and clustering in wireless sensor
networks 23

BASAVARAJ M. ANGADI, MAHABALESHWAR S. KAKKASAGERI

AND SUNILKUMAR S. MANVI

2.1 Introduction 23
2.2 Wireless sensor networks 24

2.2.1 Characteristics 24
2.2.2 Research issues/challenges 25

2.3 Localization and clustering in wireless sensor
networks 26
2.3.1 Localization 26
2.3.2 Clustering 26

2.4 Computational intelligence techniques 27
2.4.1 Computational intelligence techniques for

localization 30
2.4.2 Computational intelligence techniques for

clustering 34
2.5 Future research directions 37
References 38

3. Computational intelligent techniques for
resource management schemes in wireless sensor
networks 41

GURURAJ S. KORI, MAHABALESHWAR S. KAKKASAGERI AND

SUNILKUMAR S. MANVI

3.1 Introduction 41
3.2 Wireless sensor networks 42

3.2.1 Characteristics 42
3.2.2 Applications 44
3.2.3 Issues/challenges 45

3.3 Resource management in wireless sensor networks 46
3.3.1 Computational intelligence techniques 47
3.3.2 Literature survey 47

3.4 Future research directions and conclusion 55
References 56

4. Swarm intelligence based MSMOPSO for
optimization of resource provisioning in
Internet of Things 61

DANESHWARI I. HATTI AND ASHOK V. SUTAGUNDAR

4.1 Introduction 61
4.1.1 Related work 62
4.1.2 Our contributions 64

4.2 Proposed method 64
4.2.1 Network environment 64

4.3 Agency 70
4.3.1 Device agency 70
4.3.2 Fog agency 71
4.3.3 Example scenario 72

4.4 Simulation 73
4.4.1 Simulation inputs 73
4.4.2 Simulation procedure 74
4.4.3 Performance measures 74
4.4.4 Results 76

4.5 Conclusion 81
Acknowledgment 81
References 81

5. DNA-based authentication to access
internet of things-based healthcare data 83

SREEJA CHERILLATH SUKUMARAN

5.1 Introduction 83
5.2 Literature survey 83

vii



C H A P T E R

2

Computational intelligence techniques for
localization and clustering in wireless

sensor networks
Basavaraj M. Angadi1, Mahabaleshwar S. Kakkasageri1 and

Sunilkumar S. Manvi2
1Department of Electronics and Communication Engineering, Basaveshwar Engineering College (Autonomous),

Bagalkot, India 2School of Computing and Information Technology, REVAUniversity, Bangalore, India

2.1 Introduction

Wireless sensor networks (WSNs) are used to sim-
plify and manage complex problems in most applica-
tions. Energy conservation in WSNs is a prime
concern. It is important as the lifetime of the network
depends mainly on the WSN energy consumption.
Hence the highest priority is given to balancing and
preserving the consumption of energy. Therefore the
design and development of algorithms with minimum
energy expenditure is a main challenge in WSNs. To
achieve this, new protocols and schemes have to be
designed using emerging computational techniques
(Primeau, Falcon, Abielmona, & Petriu, 2018).

In a sensor network, it is very important to know
about the location of the sensor node (SN) and data
collected by that node which can be obtained using
localization techniques. Accurate position estimation of
target nodes in WSNs is highly desirable as it has a
significant impact on the overall network performance.
Normally, information regarding location is useful for
deployment, coverage, location service, routing, target
tracking, and rescue. In some industries, SNs are used
to identify minute changes such as gas leaks, pressure,
and temperature, and in military applications for the
detection of landmines. Location information plays a
key role in both of these cases.

In general, clustering means the process of grouping
SNs into clusters to overcome the scalability problem.

Clustering of SNs also helps in achieving high energy
efficiency and extends the network lifetime, especially
in large-scale WSN environments. It has been proved
that for organizing a network into a connected hierar-
chy, clustering is an effective topology control approach
(Angadi, Kakkasageri, & Kori, 2016). Hierarchical rout-
ing and data collection protocols include cluster-based
organization of SNs for data fusion and aggregation
purposes (Kakkasageri & Manvi, 2014), which leads to
a substantial decrease in energy consumption.

Most computational intelligent technologies are
interdisciplinary in nature, such as the integration
of artificial intelligence (AI) with computer science and
information systems with decision support systems.
Some of the intelligent techniques include natural
computation, bio-inspired computational techniques,
game theory, AI, neural systems/networks, fuzzy
logic techniques, genetic algorithms (GAs), intelligent
multiagent systems, policy-based multiagent systems,
machine learning, and so on (Alomari, Phillips, Aslam,
& Comeau, 2018; Baranidharan & Santhi, 2016; Mann
& Singh, 2017b; Singh, Khosla, & Kumar, 2018).

The chapter is organized as follows. Section 2.2
describes WSNs. Localization and clustering are
explained in Section 2.3. Computational intelligence
(CI) techniques for localization and clustering are
discussed in Section 2.4, and finally, Section 2.5 pre-
sents further research challenges that need to be
addressed.
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Abstract: The patient care processes in hospitals are supported by a range of operational activities 
including inventory management and distribution of supplies to point of care locations. Hospitals carry large amounts and a great variety of items, and the issues of storing and distributing these items throughout the hospital supply chain are of great importance to providing high-quality patient service. 
Hence to provide more security to the supply chain system we proposed a model by integrating the 
blockchain with timestamp and location. To understand and improve the patient safety by combining 
the serious and nimble threats. 

Key words: Block chain; Pharmaceutical supply chain: Barcode; Drug Transaction; Packet registry Introduction: 

The pharmaceutical supply chain is a system through which the prescribed medicines are manufactured and delivered to the patients, a wide range of stakeholders are involved in the chain including manufacturers, wholesale distributors ,.Supply chain management in the pharma sector can refresh the organization to make better use of resources to gives rise profits. to boost shareholders value, and positively respond to the customers demand , lack of effective supply chain management can cause problem for organization. Pharmaceutical supply chain should provide medicines in the right quantity with desired quality to the right place and customers, at the right time with optimum cost. and also it should make benefits for its stockholders .when supply chain partners are connected, it allows them to work together which provides end to end visibility and an opportunity to interact with other business. And the complexity of this system requires of large scope approach and collaborations. To increase the efficiency of the pharmaceutical supply chain we embed the block chain. it can enable more transparent and accurate end to end tracking in the supply chain and has the potential to solve the accurate issues of data storage and security transaction processing. As a decentralised shared ledger that requires cryptographic signatures for access and modification, block chain can create transparent, traceable system of recording transactions across the supply chain. 

Security Issues 
1 Block chain technology in pharmaceutical industry to prevent counterfeit drugs 

The proposed system is used to track the drugs from its manufacturing unit to patients, the effect of 
the drug on the patient has recorded to a database where only permissioned block chain is used. For 
implementation cryptographic alpha numeric key is used, but it has not given solution for security as 
counterfeit manufacturers uses reasonable brand logo . 

2] A secure logistics model based on blockchain 

The proposed secure logistic model analyses the security and efficiency of the model. a logistic block 
chain is build on decentralised and distributed platform using peer to peer network. python based 

Lbuntu Linux tool is used but it has not given overall security. 
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A Cloud Interfaced Social Ski Driver 

Optimized Routing for Future Electrie 
Motor Vehicles 

hetk for 

ShivanandC. Hiremath and Jayashree D. Mallapur 

Abstract India is revamping towards building smart cities along with collaboration 
of infomation and communication technologies as a future mode of transportation 
and with a vision of adapting electric motor vehicles (EMVs) more than 90% to 

make electric vehicle nation by 2030. With scarcity and increascd floating prices of 

combustion fuels, it has procured enormous intrigue among various researchers as 
the EMVs are termed as an upcoming incredible mode of transportation. In addition. 
EMVs protect environment by satisfying g0-green initiative and it is vital to protect 
conventional fuels and use renewable sources. However, the EMVs have shorter 
driving ranges, which are limited by inadequate charge storage in batteries, EMVs 
are economical compared to using gasoline but due to irregularly distributed charging stations causing lack of interest and hindrance among people in adoption of EMVs. 
This paper presents unique strategy to assist EMVs users through optimum routing directions to charging stations with ease of access by using cloud hosted on VANET. 
The goal is to locate the shortest and with least traffic routes for charging EMVs 
through the cloud-based vehicular ad hoc network (VANET) model. Here, optimum routes for acquiring the nearest charging station find out using proposed social ski 
driver (SSD) algorithm and a comparative analysis is done with particle swarm opti- mization (PSO) algorithm by considering traffic density, battery power and distance 
parameters. The experimental result of proposed SSD algorithm outperforms the 
PSO. 

Keywords Electric motor vehicle (EMVs) SSD PsO VANET CS 
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ABSTRACT

Cloud computing is the most prevailing paradigm, which provides computing resources and services 
over the Internet. Due to immense development in services provided by cloud computing, the trend to 
share large-scale and confidential data on cloud has been increased. Though cloud computing provides 
many benefits, ensuring security of the data stored in cloud is the biggest challenge. The security con-
cern about the data becomes main barrier for adoption of cloud. One of the important security aspects 
is fine grained access control mechanism. The most widely used and efficient access control scheme for 
cloud computing is Attribute Based Encryption (ABE). The Attribute Based Encryption (ABE) scheme 
provides a new technique for embedding access policies cryptographically into encryption process. 
The article presents an overview of various existing attribute-based encryption schemes and traditional 
access control models. Also, the comparison of existing ABE schemes for cloud computing, on basis of 
various criteria is presented in the article.
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INTRODUCTION

In today’s era, cloud computing has become an attracting technology, which has brought extreme changes 
to IT industry. Cloud Computing enables network access to various computing resources such as servers, 
storage, networks, applications and services. It is basically a paradigm that provides access to shared 
pool of resources online on demand (Armbrust et al., 2010). It is computing over internet. The users 
can store any amount of data on cloud and then can access it at any time, from anywhere. The most 
fascinating benefit of cloud computing is that it provides cost saving as the users will pay only for their 
usage. Cloud computing is also termed as distributed computing over a network. The term cloud can be 
defined as collection of servers delivering computing resources as a service on demand. Generally, the 
cloud comprises various interfaces, networks, hardware, storage devices etc. (Majumder et al., 2014).

Security is the biggest barrier for adoption of cloud computing. The data is present in shared environ-
ment, where other users can also access it. The users do not have complete control over the transit of data 
stored in cloud as both users and data are present in different domain. Hence the privacy concern arises 
for user’s data and many users cannot completely trust the cloud environment. (KPMG, 2010; Hashizume 
et al., 2013, Tabassum et al., 2017). The security challenges can be faced at different levels such as ar-
chitectural level, communication level and contractual and legal level (Ali et al., 2015). After adoption 
of cloud computing the organization cannot apply traditional security mechanism such as authentication, 
authorization in similar way as they exist. The reason is that the security requirements of organization 
with cloud environment are very much different than the traditional organization (Li and Ping, 2009).

Generally, in cloud environment users share their sensitive data with other users. In order to access 
the data, user must possess necessary permissions or credentials. Access control is a mechanism, which 
decides who can use a specific system, resource or application. It defines a way to allow, deny or restrict 
user access to system or its resources (Khan, 2012). Access control mechanism ensures that data must 
be accessed by authorized users only. In cloud environment, the owner of data and the data are pres-
ent in different administrative domains. Thus, it is extremely important to ensure authorized access to 
data and manage user’s identity. Due to the distributive and dynamic nature of cloud computing access 
control becomes very complex task. In traditional method the data is stored on some third-party server 
and access control mechanism is employed statically. However, this method does not guarantee the 
confidentiality of data because the server storing the data can be un-trusted entity. Therefore, provid-
ing better access control mechanism is a very important component of cloud security (Majumder et al., 
2014). The main goal of access control is to restrict user to access what he/she should be able to do and 
prevent unauthorized access. The access control is defined as a mechanism to determine correct access 
to data by legitimate user depending on access privileges and permissions that are already defined in 
security policies (Younis et al., 2014). The major endeavor of this paper is to present brief overview of 
access control mechanisms used for cloud computing. Here, the classification of access control models 
applied for cloud computing that includes some traditional models and various Attribute Based Encryp-
tion schemes is elaborated.

The classification of access control models for cloud computing includes two categories as traditional 
models and the models based on cryptographic approaches. The taxonomy of access control models ap-
plied for cloud computing is depicted in Figure 1. The Discretionary Access Control (DAC), Mandatory 
Access Control (MAC) and Role based Access Control (RBAC) model come under traditional access 
control models.
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Abstract

Lipase is one of the promising biocatalyst in field 
of Enzymatic Biodiesel production. Screening of lipase 
producing bacteria and its media optimization facilitates 
enhanced lipase production. Considering the advantages 
of enzymatic biodiesel production using lipases the 
objective of present work was to isolate lipase producing 
bacteria and its media optimization. Bacterial strain 
were isolated from oil rich sample showing maximum 
zone of hydrolysis on TBA Media was selected and 
identified as Lysinibacillus macroides FS1 by 16SrDNA 
gene sequence analysis. Lipase production was carried 
out in production media and lipase activity of 3.1U/
ml was assayed by titrimetric method. Various media 
parameters were optimized and maximal lipase activity 
of 16.75U/ml were observed at 48 hr of incubation in 
optimized media with Honge oil as inducer, Galactose 
as carbon source , Ammonium Chloride and Beef extract 
as source of nitrogen,  pH 7 and  37ºC temperature with 
agitation speed of 120 rpm. Under optimized condition 
5.4 fold increases in the lipase activity than innate 
activity was observed. 50.74% yield was observed with 
specific activity of 21.25U/mg after purification with 
30% ammonium sulphate. Purified lipase was stable in 
presence of methanol at 37°C. Results obtained shows 
that Lipase from Lysinibacillus macroides FS1 was 
promising biocatalyst for Biodiesel production.

Keywords Isolation, Lysinibacillus macroides FS1, 
Lipase, Optimization, Biodiesel.

Introduction

Lipases (Triacylglycerol acyl hydrolases, E.C. 
3.1.1.3) are group of hydrolases which catalyses the 
hydrolysis of triacylglycerol to release fatty acids and 
glycerol. Besides the hydrolytic reactions, lipases are 
able to catalyze many reactions like transesterification, 
interesterification, esterification, acidolysis, aminolysis, 
alcoholysis by using wide-range of substrates with high 
specificity (1,2). Lipase is believed to be very versatile 
biocatalyst and potential enzyme for the biotechnology 
industries becoming a target of several researches. 
Lipases are used in many different industrial applications, 
such as household detergent additive, textile industry, 
cosmetic industry, paper industry, pharma industry, 
synthesis of biopolymers and biodiesel, agrochemicals, 
flavor compounds and pharmaceutical compound 

synthesis etc (3,4).The study of the enzymatic synthesis 
of biodiesel was encouraged due to increasing pollution 
and by product separation problems of the chemical 
catalyzed process. (5). 

More research focus is required to isolate industrial 
important lipase producing microorganisms from 
different habitats. Lipases are widely employed group of 
biocatalyst in different biological processes because of 
their broad substrate specificity and stereo selectivity in 
reaction (6).Lipases are produced from different species 
of plants, animals and microorganisms and they exist 
in different environments like compost heaps, decaying 
food, dairies, industrial wastes, oil-processing factories, 
oil seeds, soil contaminated with oil, waste water and 
petrol spilled soil (7, 8). The oil rich environment with 
organic substrates may furnish a suitable habitat 
for isolation of lipase producing bacteria (9). Lipase 
producers can be distinguished  by showing a clear halo 
zone, turbid zone or white crystals around colonies  of 
microbes on specific media such as Tributyrin agar(TBA), 
Phenol red agar, Tween20/80,Rhodamine B agar plates 
containing lipidic compounds like triolein, tributyrin, olive 
oil, tween 20, tween 80 etc. Microbial lipases occupied 
more industrial applications than plants and animal 
sources because of its hydrolytic and synthetic activities, 
high yield, ease in genetic manipulation, regular supply 
and easy cultivation of microbes on inexpensive media 
(10). Among microbial lipases bacterial lipases are 
more economical and stable (3). Most of the Bacterial 
species secretes lipase extracellular which are majorly 
affected by nutritional and physicochemical factors 
such as temperature, pH, nitrogen source and carbon 
source, inorganic salts, agitation and DO concentration 
(11,12,13,14).Media containing  lipidic carbon,  like 
edible and non-edible oils, fatty acids, glycerol or 
tweens in the presence of an organic nitrogen source 
facilitates the lipase production(15). Among many 
species some of them are efficient extracellular 
lipase producers mainly Achromobacter, Alcaligenes, 
Arthrobacter, Pseudomonas, Staphylococcus, 
Chromobacterium, Bacillus and Pseudomonas spp.
(7). Few analyses have been shown the abilities of 
Lysinibacillus genera with several enzymatic activities 
including lipolytic, proteolytic, cellulolytic, pectinolytic 
and amylolytic activities (16). Solvent stable lipases 
are one of the promising biocatalysts in non-aqueous 
biological transformations hence focus need to isolate 
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ABSTRACT

Due to the advent of Web 2.0, the size of social media content (SMC) is growing rapidly and likely to 
increase faster in the near future. Social media applications such as Instagram, Twitter, Facebook, etc. 
have become an integral part of our lives, as they prompt the people to give their opinions and share 
information around the world. Identifying emotions in SMC is important for many aspects of sentiment 
analysis (SA) and is a top-level agenda of many firms today. SA on social media (SASM) extends an 
organization’s ability to capture and study public sentiments toward social events and activities in real 
time. This chapter studies recent advances in machine learning (ML) used for SMC analysis and its ap-
plications. The framework of SASM consists of several phases, such as data collection, pre-processing, 
feature representation, model building, and evaluation. This survey presents the basic elements of SASM 
and its utility. Furthermore, the study reports that ML has a significant contribution to SMC mining. 
Finally, the research highlights certain issues related to ML used for SMC.

OVERVIEW

In recent days, social media applications have emerged as leading mass media, as they allow users to work 
collaboratively and publish their content (Wadawadagi & Pagi, in press; Anami et al. 2014). Accordingly, 
large volumetric semantically rich information is being generated and accumulated every day in the form 
of tweets, posts, blogs, news, comments, reviews, etc. Investigating hidden but potentially useful patterns 
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Disaster Severity Analysis from
Micro-Blog Texts Using Deep-NN

Ramesh Wadawadagi and Veerappa Pagi

Abstract The current decade has witnessed a significant amount of research in the
field of sentiment analysis (SA). Several applications have emerged to evidence the
necessity of research in this area. On the contrary, the size of micro-blogs content
is overgrowing and likely to increase even faster shortly. Social media applications
have become part and parcel of our daily lives, as they urge the public to express their
opinions and share information around the world. Especially during disasters, people
are likely to utilize social media to communicate their hindrances. In this article,
we investigate the severity of disaster events from micro-blog messages posted by
people during natural calamities and emergencies using deep learning techniques. In
particular, the work employs a joint model that combines the features of convolutional
neural networks (CNN) with recurrent neural networks (RNN), taking account of
the coarse-grained local features generated via CNN and long-range dependencies
learned through RNN for analysis of small text messages. Furthermore, the proposed
model is evaluated for both binary and fine-grained analyses tested over two different
datasets. The accuracy of 87% is observed for binary classification and up to 65%
for a three-class problem. The intended work finds usefulness in many instants of
disaster relief and crisis management.

Keywords Deep learning · Sentiment analysis · Convolutional neural networks ·
Recurrent neural networks

1 Introduction

Recently, micro-blog sites have emerged as leading mass media platform, as users
are authorized to work collectively and publish their content [1]. Consequently, a
large volumetric and semantically rich information is being generated and accumu-
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Abstract

Presently deep learning techniques are playing important role in making
healthcare systems more intelligent, efficient, and effective. Proposed
methodology is an advisory system in medical imaging which helps in clinical
diagnosis. In medical imaging, ultrasound imaging is most frequently used as
it is safe, painless, not exposed to ionizing radiation, and it allows real-time
imaging. Ultrasound imaging takes more time in diagnosis and well-trained
radiologist for interpreting and understanding. Hence, proposed system acts as
an advisory system in identifying intra-abdominal organs and abnormalities if
any. In this proposed system, the data was collected from intra-abdominal
ultrasound images that do not contain any exploring information about the
patient. Using filters, noise in ultrasound images is removed. Organ is
segmented from ultrasound image and is identified by using deep neural
network, and using shape and texture features, abnormalities are identified if
any. At the end, various challenges that exist with deep neural network and
ultrasound images are discussed.
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Intra-abdominal organs
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Abstract. The farmers are struggling to obtain higher rate of yield due to lack of 

poor knowledge about the soil and water nutrients and suitability of the crop for 

the soil. To overcome these issues and to promote Digital Agriculture concept we 

propose an IoT enabled sensor system for monitoring soil nutrient [NPK] and pH 

of irrigation water to reduce the manual laboratory method of testing and get the 

results via mobile application. Smart contract farming based mobile application 

will further process these nutrients value to predict and suggests the suitable crop 

to grow and the usage of appropriate amount of fertilizer to increase the soil fer-

tility. The mobile application also helps in establishing the connection between 

farmers and Agricultural Produce Market Committee (APMC) in order to avoid 

fragmentation of profit shares and attain Pricing uncertainty and marketing of the 

yields by avoiding the middle man. APMC is a state government body which 

ensures safeguard to the farmers from exploitation by large retailers. Thus, the 

proposed work helps the farmers in adopting stress-free farming practice by sign-

ing the contract offered from APMC to select the suitable crop for their agricul-

ture land, dispensing the required amount of fertilizer to the soil based on soil 

and water nutrients analysis using IoT enabled sensor, funding/insurance to the 

crops in case of occurrence of unpredictable natural disaster in future and direct 

marketing facility without middle man. 

Keywords: Sustainable agriculture, Smart contract farming, Soil and Water 

Nutrients, IoT, APMC, Crop insurance. 

1 INTRODUCTION 

India is a country where agriculture is given a lot of importance as it is the backbone of 

the Indian economy. It provides employment opportunity to more than half of the work-

force of the country and also contributes 16.5% to total gross domestic product (GDP), 

and also. Earlier days there was no scarcity for food and water as it was used in efficient 

manner. But now a day there is scarcity of food and water due to increase in population 

growth of the country. To satisfy their needs fertilizers are used to increase crop pro-

duction. Fertilizer is any substance which is added to soil for supplying nutrients exter-

nally which are crucial to plant growth. Too much use of fertilizers shatters the growth 

of crops and little usage will result in less yield therefore it is necessary for farmers to 

understand the correct usage of fertilizer to increase the soil fertility.  

Nutrients are important factors for plant growth and are divided into micro and macro 

nutrients. Totally soil consists sixteen nutrients among them the three primary nutrients 
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CHAPTER

Clinical diagnostic systems
based on machine learning
and deep learning

8
Sanjeevakumar M. Hatture and Nagaveni Kadakol

Basaveshwar Engineering College (Autonomous), Bagalkot, Karnataka, India

8.1 Introduction
Revolutions in technology, including Internet applications, embedded systems, the

Internet of Things (IoT), and others have made medical services easier with handheld

devices. Many mobile healthcare applications are becoming the essential services of

mankind. A healthcare system offers wellness programs in order to provide a healthy

life to all people. A healthcare system is the organization of people, institutions, and

resources for improving or maintaining health by preventing, diagnosing, and treat-

ing as well as helping in recovery from disease, illness, and physical and mental

impairments. Advancement of health wards that is well-being for the people, open-

ness to the hopes of the residents, reasonable means of finance procedures are

depends on four important functions such as giving wellness programs, generation

of resources, invest in, and stewardship. Healthcare is envisaged for institutions

and individuals. An individual means health specialists and associated health works,

working as an employee in hospital, clinic, or other healthcare institutes, or they can

be freelancing. Nowadays, there have been huge technical improvements in compu-

tational power, fast data storage, and parallelization. These improvements allow

machine learning (ML) and deep learning (DL) technologies to be used effectively

and efficiently in healthcare systems. Since 2016, a significant amount of investment

in artificial intelligence (AI) research has been done in healthcare applications as

compared with other sectors. ML and DL help clinicians in early detection, identi-

fication, and treatment of diseases as well as the prediction and prognosis of a par-

ticular disease. In healthcare systems, ML and DL techniques are used significantly

in medical imaging, electronic health records (EHR), genomics, treatment design,

consultation using digital media, simulated nurses, management of medication, drug

creation, monitoring health, analyses of healthcare systems, sensing, and the online

communication of health. ML and DL techniques offer efficient and effective sys-

tems for medical diagnosis. Clinical diagnosis is the method of determining the dis-

ease or the state that defines symptoms and signs. Various diagnostic procedures are

employed in diagnosis, including analysis at the cellular and chemical levels,

Demystifying Big Data, Machine Learning, and Deep Learning for Healthcare Analytics.

https://doi.org/10.1016/B978-0-12-821633-0.00011-8
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Compression Technique
Rajani S. Pujar, P. N. Kulkarni

Electronics and Communication Engineering Department
Basaveshwar Engineering College (Autonomous)

Bagalkot-587103, Karnataka, India
rajani_pujar@rediffmail.com, pnk_bewoor@yahoo.com

Abstract A combined structure of noise reduction and 
multi band frequency compression (MFC) technique has 
been developed to compensate for the spectral masking 
effect in people with sensorineural hearing impairment. 
Increased spectral masking reduces the speech intelligibility 
that affects the speech perception especially under adverse 
listening conditions. Noise reduction techniques namely 
wiener filter and spectral subtraction methods have been 
used in the combined structure to reduce background noise. 
To quantify the intelligibility of perceived speech, listening 
test using Modified Rhyme Test (MRT) was conducted for 
normal hearing and hearing impaired persons in the 
presence of additive noise. Test material consists of 300 
words. Each word starts with phrase “would you write-------
”. Results of MRT, when processed by cascading wiener 
filter with a MFC scheme, for the compression factor of 0.6 
conducted on hearing-impaired subjects suggest 
improvement in speech intelligibility of 25.92%, to 30.134 
% and decrease in response times of 0.815 to 1.626 seconds 
for SNR values  of  + 6 dB to - 6 dB in periods of + 3 dB 
respectively. For spectral subtraction technique when 
cascaded with MFC scheme, an improvement in speech 
intelligibility of 20.22 %  to 25.804 % and decrease in 
response times of  0.452  to 0.995 seconds for SNR values 
of  + 6 dB to - 6 dB in  periods of + 3 dB respectively. The 
results of this study showed an improvement in speech 
intelligibility and a reduction in the load of perception.

Keywords Sensorineural Hearing Impairment; Spectral 
Masking; MFC; Wiener Filter; Spectral Subtraction 
Technique; MRT

I. INTRODUCTION 

Sensorineural Hearing impaired persons have broader 
auditory filters [1] [2].  Hearing disabled people have 
trouble understanding speech because the wider auditory 
filters are very flat. The intelligibility of speech is decreased 
because of background noise. Hence, under complex 
acoustic conditions, Sensorineural Hearing impaired 
persons have problem in understanding speech. Therefore 
Noise reduction techniques along with signal processing 
methods are essential in hearing aids for improving the 
speech perception.

The noise minimizing methods boost required 
speech signal in noisy environments so as to get the 
listening comfort by increasing SNR. 
 

It is crucial for hearing devices to include both noise 
reduction and frequency compression techniques to 
improve speech perception, but usually these techniques are 
developed and tested independently of each other.  

Hence the current study is to evaluate the 
usefulness of combined configuration of de-noising and 
MFC in improving auditory processing in monaural hearing 
aids. We have tested different de-noising techniques 
(spectral subtraction and wiener filter) cascaded with MFC 
technique. Comparisons of the methods w.r.t improvement 
in intelligibility of the output speech were carried out by 
means of a modified rhyme test (MRT). Section II describes 
the related research, the proposed work is discussed in 
Section III, Listening tests using MRT are given in Section 
IV and the results are analyzed in Section V, the 
spectrographic analysis is done in Section VI and finally, 
Section VII ends with potential future work.

II.  RELATED WORKS 

Deafness is most common at higher frequencies. Existing 
hearing devices do not offer any advantage for high-
frequency sounds and consequently limit perceivability of 
sounds, mostly for profoundly hard of hearing people [3]. 
Transposition methods are used to transfer speech signal 
samples identification of speech in silent and in noise for 
children with from higher to lower frequency range using a 
fixed compression factor [4] [5]. Effect of nonlinear 
frequency compression (NLFC) on hearing loss was 
evaluated [6]. The filter bank summation approach (FBS) is 
researched for dichotic listening with frequency 
compression to reduce spectrum masking [7]. A cascaded 
noise reduction and time-splitting method using half cosine 
fading function for speech signals is explained [8]. For 
modest sensorineural hearing loss, spectral splitting with a 
wiener filter for correcting the effects of spectral masking is 
described. [9] [10]. Frequency compression along with 
noise minimizing method to enhance speech perception is 
addressed [11].

Single channel noise reduction techniques make 
use of variations in spectral and temporal features of 
speech and noise sources. In past, many single-channel 
noise reducing methods have been investigated. Spectral 
Subtraction (SS) [12] is the most often used technique, 
which involves subtraction of distorted power spectrum 
from auditory power spectrum to get enhanced speech. The 978-1-6654-4175-9/21/$31.00 ©2021 IEEE
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Tribological Behaviour of Glass Fiber 

Reinforced Polyamide Gears Check 
updates 

Sandeep C. Dhaduti, S. G. Sarganachari, Arun Y. Patil, and Anish Khan 

1 Introduction to Gears 

Gears are wheels with tooth used for motion, power transmission and in most indus-

trial rotating machine systems Gears are likewise utilized for changing speed of 
rotation of a machine shaft, alter the direction of the axis of revolution and change 
rotating to linear movement and the other way around. These are preferred to transmit 
power overa short center distance positively with constant velocity ratio. Because of a 
portion of the constraint ofmetallic gears like lubrication, noise, weight, cost, produc-
tivity and so forth, center has now been quickly changing upon polymer gears since 
most recent past years. Consequently, the assessment of gear failure is significant for 

upkeep wanting to fundamentally decrease downtime and cost [I]. Polymer gears 
pose many advantages upon metallic gears and are preferred because of no or less 
lubrication requirement, low noiseless operation, light weight, economic in produc-
tion, good vibration absorbing property, impervious to erosion. But on the other 
hand these polymer gear drivers have low load carrying capacity, limited operating 
temperatures and less dimensionally stable. 

The suitable element for plastic gears ought to have posed enhanced mechanical 
propertieslike modulus of rupture, resistance for deformation and compressive loads, 
low coefficient of friction, wear and fracture resistance of gear tooth. Thermoplastics 
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Fine-Grained Sentiment Rating of Online
Reviews with Deep-RNN

Ramesh Wadawadagi and Veerappa Pagi

Abstract Increasing volume of customer reviews over the commercial Web sites
have created a demand for the construction of automated content analysis systems.
However, present techniques mainly focus on traditional bag-of-words (BOW) and
statistical language models, ignoring semantic compositions. In contrast, deep neu-
ral networks (DNN) have exhibited greater stability in equipping on-scale sentiment
prediction. Particularly, deep recursive neural networks (Deep-RNN) have been con-
sistently used for capturing semantic compositions in natural language content when
represented with structured formats (e.g., parse trees). Improved word spaces (word-
embeddings) on the other hand proved to be efficient in comprehending fine-grained
semantic regularities. In this paper, a fine-grained sentiment rating of online reviews
based on Deep-RNN is proposed. The performance of the proposed model is evalu-
ated through the conduction of experiments over Stanford sentiment treebank (SST)
dataset. Furthermore, the effect of tuning hyper-parameters on the performance of the
network is studied. The experimental results reveal that Deep-RNN exhibits better
prediction accuracy compared to the traditional shallow counterparts.

Keywords Recursive neural networks · Sentiment analysis · Word-embeddings ·
Fine-grained sentiment rating · Deep learning

1 Overview

Online consumer reviews and ratings may influence positively or negatively any
enterprise in this business world. This being the case, many online review systems
offer star rating in addition to free text reviews. In spite of the fact that, different users
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Mobile Ad-hoc Network (MANET) is a 

collection of independent mobile nodes 

that communicate with each other by 

forming multi-hop radio network. 

Routing is the primary problem in 

MANET. There are some limitations 

due to mobility of nodes in MANET. 

Because of the active topology and 

decentralized structure of a network, 

sometimes nodes may break routes. 

Frequent link failure results in packet 

loss, increase in delay. So the proper 

selection of an intermediate node for 

packet transmission is a bit difficult 

job. E-TWRP (Establishing Trust 

Worthy Reliable Path) in MANET. 

This protocol empower nodes not only 

relay the packets but also retain the 

route 

reliability. Trusted party maintains 

trust updation and credit account. 

Those nodes who are actively 

participating in the network they get 

rewarded. Their establishes reliable and 

optimal path between the nodes. 

Keywords: Trusted party, Adhoc 

Network, Reliable route. 

     I. INTRODUCTION 

In Mobile Ad-hoc Network nodes area unit 

unengaged to move anyplace within the 

network with none mounted topology and 

centralized structure. Figure shows that 

nodes A and B changes their position with 

totally different path. In Edouard Manet 

any node will enter and leave the network 

at any 
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Abstract—This Though many standard databases are 
available for Biometric research, a robust multimodal database is 
not found. In this paper, a new multimodal biometric database, 
constructed with three traits namely face, hand and voice is 
described. These biometric traits are acquired from 100 
persons(i.e. 36 males and 64 females) with age range between 18 
and 50 years. The database (VTU-BEC-DB) is created  at the 
Department of Computer Science and Engineering at 
Basaveshwar Engineering College (BEC), Bagalkot under 
Visvesvaraya Technological University (VTU), Belagavi, 
Karnataka, India. Face images are collected indoor in controlled 
scenarios with white background and variation in illumination 
and pose and also by varying the pixel resolution of the camera. 
The peg free hand images from both right and left hands are 
collected from the book-scanner in the indoor environment with 
natural light and also by varying the illumination through 
fluorescent lights. The voice samples are recorded in two 
languages namely  Kannada i.e. Indian language and English 
numerals by  uttering zero to thirty. These dataset can be used 
separately for experimentation by the research community. 

Keywords —  Multimodal Biometric Database, Biometric traits, 

Face, Hand, Voice  

I.  INTRODUCTION  

In the modern society use of the information 
technology based systems has pervaded all walks of life. 
These systems are more vulnerable to hacking and usurpation 
of personal identification.  Security and identification are very 
essential for proper usage of IT based systems. Biometric 
technologies are becoming the basis of a wide array of highly 
secure identification and personal verification solutions. The 
biometric system allows identification/verification of 
individuals based on the physical(i.e. anatomical) or 
behavioral characteristics which cannot be stolen easily[1]. 
Various biometric technologies are developed such as 
fingerprint, face, iris, retina, voice, signature, gait, keystrokes 
and hand geometry. The biometric systems are categorized as  
either unimodal or multimodal biometric systems. Unimodal 
biometrics systems rely on the evidence of a single source of 
information i.e. physiological or behavioral information for 
authentication [2] . The unimodal systems have to contend 
with a variety of problems such as, noise in sensed data, intra-
class variations, inter-class similarities, non-universality, and 
possibilities of spoof attacks. The inherent properties of 
biometric traits and the constraints of sensing technologies 
will limit the performance of  the unimodal biometric system. 
Some of the limitations imposed by unimodal biometric 
systems can be overcome by including multiple sources of 

physiological or behavioral information for establishing 
identity [3]. Such systems, known as multimodal biometric 
systems, are expected to be more reliable due to the presence 
of multiple, (fairly) independent pieces of evidence [4]. These 
systems are able to meet the stringent performance 
requirements imposed by various applications. They address 
the problem of non-universality, since multiple traits ensure 
sufficient population coverage. They also deter spoofing since 
it would be difficult for an impostor to spoof multiple 
biometric traits of a genuine user simultaneously. The 
researchers are also making efforts in developing the 
databases along with deploying the biometric systems. The 
researchers constructed  the “chimeric” multimodal databases 
by combining  the biometric data from different unimodal 
databases to perform multimodal biometric research [5]. Such 
multimodal databases fail to represent real multimodal 
samples of the users. Hence, the construction of the "chimeric" 
multimodal databases are not preferred as the biometric data 
are uncorrelated. The multibiometric data may be necessarily 
correlated [6], hence there is a scope to build a new 
multibiometric database by acquiring the multiple trait data 
from the users. In the proposed work, the multimodal database  
( VTU-BEC-DB ) is constructed by collecting the face, hand 
and voice biometric trait data from the 100 persons with age 
range between 18 and 50 years. Face images are collected 
indoor in a controlled scenarios with white background and 
variation in illumination and pose. The peg free right hand and 
left hand  images  are collected from the Book scanner with 
black-colour background. From every person 12 samples of 
the right hand and 12 samples of the left hand  images are 
collected. Similarly, Voice database is a collected in two 
sessions over a period of one year. In each session, five set of 
recordings of English and five set of recordings of Kannada 
languages numerals utterance of zero(0) to Thirty(30) are 
recorded.   

The rest of the paper is organized into four sections:  
section 2 reviews the developments in multimodal biometric 
databases. The construction of the proposed VTU-BEC-DB 
multimodal database is described in section 3. The scope and 
limitations of Database created are enlisted in section 4. 
Section 5  provides the conclusion of the work. 

II. REVIEW OF RELATED WORK 

Several multimodal databases are available for the 

researchers for experimenting and developing  multimodal 
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Abstract
The mechanization of the process creates agriculture-based jobs for farmers, providing financial support and facilitating
affordable agriculture equipment and machineries. Fruits markets are subject of opportunity and it is important to the suppliers to
identify the quality of fruits based on the ripeness level of fruits before selling out in order to get higher level of profit. The
proposed framework is an Android application in native language of the farmer to help the jobless farmers to find agriculture-
based jobs suitable to their skill set and receive investments from various investors across the country. Further, it finds investment
for the needy farmers and create suitable agricultural employment for jobless farmers so that there is an increase in the progress
in the field of agriculture. It also facilitates the farmers with advanced equipment for performing various agricultural tasks, obtains
the land on lease, and determines various stages of ripeness of fruit and provides the information about the government project
and funding facilities.

Chapter Preview

Introduction
Agriculture is acceptably in which people have begun to be lethargic, forgetting so far what is keeping them energetic and alive.
Although there are many numbers of hardworking, obsessive farmers and their life runs or rests only on farming or agriculture.
However, there’s is lot of corruption keep’s on increasing these days due the intervention of the third party in marketing the
agriculture products. The main motivation behind Agricultural Marketing and Department of Agricultural Business is to ensure
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feasible price to the agriculture product and helps the farmer in competitive marketing scheme and also in implementing modern
technologies that reduces the losses to farmer and encourages in more cultivation. India is most populated country, as compared
to different economic category. Agriculture is important sector for economic in many countries like India. Presently the agriculture
area contributes 18% of Gross Domestic Production (GDP). Various private and government agencies have straightly involved in
agriculture area for develop the economics of the country. There is no success is obtained in agriculture sectors due to poor
agriculture price, difficulties in contacting the dealers, lack of technology information and network connectivity etc. No proper
mechanism or system to alleviate these complications.

The fundamental desire of farming is to bring improved marketing facilities, reduce trade performance, and eliminate market
expenditure which facilitates the prominent budget to the efforts made by the farmers. Farmer is one of the most important people
in every human being’s life since the beginning of civilization. India gains food only if farmer cultivates the crops and manages
many agriculture activities. There is much responsibility to farmer which makes their life tough and difficult. Even though farmer is
rich enough to serve the food for every individual of the society but poor himself due to improper pricing for their cultivation,
illiteracy, lack of the global knowledge, dependency on single source. Farmer remains happy if the cultivated crops are in good
quality by the favorable environmental condition and better pricing. Since, the farmer’s family is depending on cultivation if crops
are not as per the demands then Farmer life becomes depressed. Farming work is a low admired job, especially regular
agricultural workers. In this modern era industry and construction sectors have occupied majority of agriculture’s labors due to the
high wages paid. Most of the times small scales farmer depend on the external sources like relatives, companions, friends and
others and they end up in giving high interest rates (36 to 120% per year) for requirements that might be in the form of money.
Despite of the large machineries and modern technology involved in agriculture some parts of the country agricultural operations
and mechanisms are carried out by human hands or labor using simple and traditional tools for implementing wooden, plough,
seeds sowing etc. It results in huge investments of money on human labor. Land is the most valuable property in Framer life. For
many new farmers, especially in areas where lands are quite expensive, it becomes very difficult to afford for their own the land to
farmers and searching land for cultivation becomes complicated. The entire factor provides bad impact on the economic situation.

Growths of local fruit or vegetables industries in India are very immense. But, exporting fruits to other is country is less compared
to other products. Fruits market is always option for consumers. It is very essential for suppliers and farmers to identify and deal
the quality of fruits before sending out to market. Currently, human beings are experts’ in grade the agriculture products that is by
examining on the visibility features. However, physical analysis provides the inaccurate, incompatible and ineffectual on
denigrating the quality of farming products. The physical analysis after a certain period of times the farmer gets board of this job.
In order to overcome this problem, there should be a automatic analysis for determining the quality of fruits which provide the
results in more accurate and agreeable output. By these results, it is beneficial in saving time and manual labor which in turn
helps in the development of economic.
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ABSTRACT

The mechanization of the process creates agriculture-based jobs for farmers, providing financial sup-
port and facilitating affordable agriculture equipment and machineries. Fruits markets are subject of 
opportunity and it is important to the suppliers to identify the quality of fruits based on the ripeness level 
of fruits before selling out in order to get higher level of profit. The proposed framework is an Android 
application in native language of the farmer to help the jobless farmers to find agriculture-based jobs 
suitable to their skill set and receive investments from various investors across the country. Further, it 
finds investment for the needy farmers and create suitable agricultural employment for jobless farmers 
so that there is an increase in the progress in the field of agriculture. It also facilitates the farmers with 
advanced equipment for performing various agricultural tasks, obtains the land on lease, and deter-
mines various stages of ripeness of fruit and provides the information about the government project 
and funding facilities.

INTRODUCTION

Agriculture is acceptably in which people have begun to be lethargic, forgetting so far what is keeping 
them energetic and alive. Although there are many numbers of hardworking, obsessive farmers and their 
life runs or rests only on farming or agriculture. However, there’s is lot of corruption keep’s on increasing 
these days due the intervention of the third party in marketing the agriculture products. The main motiva-
tion behind Agricultural Marketing and Department of Agricultural Business is to ensure feasible price 
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The Smart mirror is a system in which the regular

mirror is converted into a smart device. The Smart

mirror is designed using Raspberry Pi and a touch

enabled screen. The designed system is capable of

acting like a regular mirror in case of normal mode

of operation and it acts like a smart mirror in a

triggered mode of operation. The Smart mirror thus

designed is an interactive system which is capable

of accepting two modes of input namely touch and
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Abstract. The Smart mirror is a system in which the regular mirror
is converted into a smart device. The Smart mirror is designed using
Raspberry Pi and a touch enabled screen. The designed system is capa-
ble of acting like a regular mirror in case of normal mode of operation
and it acts like a smart mirror in a triggered mode of operation. The
Smart mirror thus designed is an interactive system which is capable of
accepting two modes of input namely touch and mobile based controls.
The system is designed to display weather information, temperature and
latest news on the mirror. The system is primarily designed as a home
Security and Human Monitoring system. The proposed design is thought
of as a package bundled with better features, which not only just displays
information over screen, but also can be used for providing security. The
system is built using hardware units like Raspberry Pi 3 model, touch
screen, mobile device, camera and Python coding is used for software
part. The system provides security against Intrusion in home. It is done
using Background Subtraction along with Simple Frame Difference Ap-
proach. Once Intrusion is detected the administrator is sent alert message
along with the photo of intruder. The Human Monitoring is implemented
using Machine learning technique Yolo with OpenCV. During human
monitoring mode of operation, if the Human under monitoring moves
out of the vision range of camera, the administrator of Smart Mirror will
be sent alert message. Using the mobile commands, the administrator
can see the video streaming using camera fixed on the Smart Mirror.

Keywords: Smart Mirror, Raspberry Pi, Security, Intrusion Detection,
Human Monitoring Mirror

1 Introduction

In the present world, the advancement in technology has converted almost every
device as smart device. Ranging from household things to most advanced elec-
tronic gadgets, almost all are becoming smart. So having this thought in mind,
here a smart is proposed, which is not only capable of displaying customized
information on the display screen but also act smartly and provide security at
home when needed. It is also capable of Monitoring Humans. People use mirrors
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Abstract. Agriculture is the backbone of the country. About 70% 

percentage of India population belongs to agriculture family. Due 

to the digital India programme, agricultural applications have 

direct impact on the agricultural sectors. The way people go for 

buying the agricultural products is tedious. Often buyers or 

customers have to travel distant places to buy agricultural 

products and sometimes even the right quality is not ensured. 

Besides, farming is the main or primary occupation in India. 

Farmers are usually deceiveed by the middleman in today’s 

market which leads to scarcity of grains.  Fruits markets are 

subject of opportunity and it is important to the suppliers to 

identify the quality of fruits based on the ripeness level of fruits 

before selling out in market, in-order to get higher level of profit. 

The main objective of this work is to help farmers. An android 

application in native or regional language of the farmer to help 

the jobless farmers to find agriculture based jobs suitable to their 

skill set and receive investments from various investors across the 

country. Further to find investment for the needy farmers and 

create suitable agricultural employment for jobless farmers so 

that there is an increase in the progress in the field of agriculture. 

The prposed work of an android application is also facilitate the 

farmers with advanced equipments for performing various 

agricultural tasks, obtain the land on lease and it helps buying 

and selling agricultural products using a computerized approach, 

provide the scheme available to farmer and to determine various 

stages of ripeness of fruit. The application is simple and easy to 

use by the farmers and accumulate several agri based 

information at single place in multilingual applications. 

 

Keywords— Agriculture jobs, Android application, Cultivation, 

Finance and investments, Land lease, Marketing, Ripe track 

 

1. INTRODUCTION 

Agriculture is the primary job in India. Although there are 

huge number of hardworking, obsessive farmers and their life 

runs only on farming but agriculture is not given primary 

importance. However there’s is lot of corruption increasing 

these days due to the intervention of the third party in 

marketing the agriculture products. Agriculture is important 

sector for the increase in the economic for many developing 

countries like India. Presently the agriculture area contributes 

18% of Gross Domestic Production (GDP) [1]. Various private 

and government agencies have directly involved in agriculture 

fields for developing the economics of the country. There is no 

direct success is obtained in agriculture sectors due to poor 

agriculture price, difficulties in contacting the dealers, lack of 

technology information and network connectivity etc. Farming 

work is a low admired job, especially regular agricultural 

workers. In this modern era industry and construction sectors 

have occupied majority of agriculture’s labors due to the high 

wages being paid. Despite of the large machineries and 

modern technology involved in agriculture, some parts of the 

country agricultural operations and mechanisms are carried out 

by human hands or labor using simple and traditional tools for 

implementing wooden, plough, seeds sowing etc. It results in 

huge investments of money on human labor. Land is the most 

valuable property in Framers’ life. For many new farmers, 

especially in areas where lands are quite expensive, it becomes 

very difficult to afford for their own the land to farmers and 

searching land for cultivation becomes complicated. Fruits 

market is always option for consumers. It is very essential for 

suppliers and farmers to identify and deal with the quality of 

fruits before sending out to market. Currently, human beings 

are experts in grading the agriculture products that is by 

examining on the visibility features.  However, physical 

analysis provides the inaccurate, incompatible and ineffectual 

on denigrating the quality of farming products. In order to 

overcome this problem there should be an automatic analysis 

for determining the quality of fruits which provide the results 

in more accurate and agreeable output. By these results, it is 

beneficial in saving time and manual labor which in turn helps 

in the development of economy. 

In the 21
th

 century all the human beings live in modern, 

digital and technical adapted for their daily requirements. The 

smart phone is most commonly used all over, and farmers have 

started to use mobile phone for communication [2]. But they 

need to recognize the significance of smart phone and new 

technology, so it can help them in direct communication 

involving the farmers and buyer or customers. By investigating 

and considering the entire problem faced by farmers, the 

author has introduced an android application which involves 

various features.  

Farmers need to download this application on their mobile 

phones so that they can easily search for jobs online and also 

post ads regarding the jobs. Most farmers now have to 

understand the operating and maintaining sophisticated 

machinery. So it provides them with an opportunity to post 

their machineries for rent to other farmers and also help the 

other farmers to find machineries for their work [3]. This 

application also helps the farmers in finding the investors who 

are ready to invest on lands also there is another feature which 

helps them in finding lands for lease. It helps them in selling 

and buying agriculture commodities and services locally 

without middlemen through an add/listing which they can post 

right from their mobile. It also helps the farmer to get most 

updated schemes available to farmer. Finally it helps thefarmer 

to check fruit ripeness level easily at any place and anytime. 
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Abstract— In the era of information technology the social 

media and other sources of evidence are usually used to spot 

suspects and victims of crimes by police. Investigators 

generally use individual characteristics like gender, age, 

weight, height, etc. from unknown speculate to testimony in 

their perception. For example in child abuse investigations 

victim age is essential in the detection of 

the offenses' classification. Machine learning methods are used 

in the analysis of digital photographs to identify soft 

biometric. Investigator benefits from this to improve their 

cases. This paper presents an efficient intelligent system for age 

estimation of a person's by employing the facial features. The 

facial information employing the deep learning technique that 

is transfer learning based on Convolutional Neural Networks 

will estimate the age of the person. The method contains pre-

trained model, convolutional base, and classifier. The proposed 

method is efficient and outer performs the state-of-the-art 

techniques. 

Keywords— Age, Convolutional Neural Network, Deep 

Learning, Face, Intelligent system, Transfer Learning,  

I. INTRODUCTION  

Biometric is branch of computer science that studies the 
traits of humans for identification, access control or 
surveillance purposes. Digital image accomplish various 
aspects like gender, age and facial expression by quick 
glance. From the last few years, facial identification is the 
main stream media for various products particularly in 
deliverance of Apple iPhone X. In this product, primary 
authentication technology that is facial recognition that 
overcomes the traditional finger print authentication. Among 
the various applications sophisticated facial recognition is in 
effective improvement all over worldwide. Facial recognition 
technology has used by china in several applications such as 
pay with smile and jaywalker identification. Also, used in the 
churches to track worshipers and to stop shoplifters. Age 
estimation is used for broad area of offenses particularly in 
child abuse inspection, adult entertainment; purchase age 
limited things such as liquor and tobacco, and also restricted 
age videos. Among many fields researchers are age 
estimation of subjects is often difficult, since it is 
sophisticated and annoying task to urge done and by 
applying the various methods of machine learning algorithms 
constantly rising the precise obtained outcome. Moreover, 
differentiate the marginally under-age from the marginally 
super annulled is required but present techniques are not 
trustworthy to accomplish job. For rhetorical investigation 
scanning the surface of disk for important price has long 
been time overwhelming task. Nevertheless, techniques of 
machine learning and computer vision may be based on 
digital rhetorical specialist achieves automatic file 
techniques, flag entirely completely different quite 
information relevant to case in court and in digital rhetorical 
laboratories scale back the exposure of child abuse material.  

Throughout the globe abuse inquiry is usual incident on 
social control bureau, during this image classification based 
on age, gender is difficult and usually for digital detector 
crucial to decisive each image location. Equally, classifying 
the identical person whereas particularly not aware of their 
identification is may be very important potentiality. Shortage 
of data for training and testing is foremost needed issues in 
machine learning. Hence, there is a scope to develop 
algorithm/method to deal with this issue. This paper presents 
an efficient intelligent system for age estimation of person's 
by employing the facial features. Facial information 
employing the deep learning technique will estimate the age 
of the person. The method collects the real time facial 
information of a person for estimating the gender and age 
the proposed method for age estimation in this paper is 
further evaluated against the state-of-the-art techniques to 
validate its performance. The rest of the paper is arranged in 
such way that section 2 describes literature review, section 3 
explains issues and challenges, section 4 describes proposed 
system, section 5 explains experimentation and results and 
conclusions are drawn in section 6. 

II. RELATED WORK 

Many researchers enumerable the age of person's by were 

arising with the formula for state-of-the-art techniques. 

Varieties of the recent techniques conferred within the 

papers are summarized as follows:  

In a various case, exponentially developing storage 

capacities and at the same time there is need for digital 

rhetorical analysis, as result of this digital rhetorical 

expertise requires enormously accumulated amount of data 

than present capacities in social control bureau around the 

globe. Due to inadequate evidence there is delay in court 

cases and this results cases being dismissed [1]. There is less 

tendency of pursuance because of the anomaly 

in determinatives in the digital image the age of a victim 

depict [2]. Throughput of digital forensic laboratories 

influenced by the particular factors so for this reason 

blocking digital rhetorical laboratories in the future [3]. 

Among the right estimation of faces on own-age bias there 

are 114 participants were extra corrected to estimate the 

particular ages within their particular age among in an age-

group (10-15, 21-31 and 61-75 years old) found [4],[5]. A 

number of factors such as gender and facial expressions are 

negatively impacted the accuracy of human age estimation. 

The highest accuracy results in neutral expression but less 

accuracy results in other expression [6], [7]. 

The victim age is difficult to figure out in extreme cases like 

Child Abuse Material (CAM), in these cases in era where 

plenty of digital investigators wasted time in processing like 

this cases. Soft biometric of age attribute is hard to predict 

because of variation between face and body choices, 





Highlight

Highlight

Highlight







 



 

 

 

 

 





















 
 
 

 
 
 
 



 
 
 
 
 
 
 
 
 
 

 
 

 
 
 



 









Scanned by CamScanner



Scanned by CamScanner

ADMIN
Highlight



Scanned by CamScanner



 

 

 

ACADEMIC YEAR  

2018-19 











 

 



 

 

 

 

 

 



 

 

 

 

 

 



Heliyon 
SEVIER 

ceved: 

Neural embedded smart link 
generation scheme for 
heterogeneous network 

14 June 2018 

Revised: 
13 August 2018 

Accepted: 
19 Decembcr 2018 

Cite i 

Satyanarayan K. Padaganur, 

Jayashree D. Mallapur. Neural 
embedded smart link 

generation scheme for 
heterogeneous network. 
Heliyon 4 (2018) c01089. 
doi: 10.1016/j.hcliyon.2018. 

Satyanarayan K. Padaganur "", Jayashree D. Mallapur" 
"Department of Electronics & Communicatioms, BLDEA's Dr. P.G.Halakatti CET, Vijayapur, Karnataka, ndia e01089 

Department of Electronics & Communications, Basaveshwar Engineering College, Bagalkot, Karnataka, India 

'Corresponding author. 
upe or 

pdater E-mail address: pacdaganursk gnnil.com (S.K. Padaganur). 

Abstract 

The Long Term Evolution (LTE) network is a very much popular network in 
heterogeneous network. Heterogeneous networks provide maximum data rate by 
integrating various technologies and channels, based on appropriate network 
selection. For the sensible data transmission in the LTE network, noise plays an 

vital role as channel is a free space. The minimum noise channel selection is a 

decision of present and previous status of network channcl. Proposed scheme 
develop neural network model, which will act as a smart link generation scheme 
for computing minimum noise channel path for sensible data transmission.
Hence, proposed scheme will improve performance of the network. Result 
indicates that, proposed scheme improves throughput and system reliability. 
Proposed scheme is also reduces packet loss rate and energy consumption in 

contrast with conventional techniques. 

Keywords: Computer science 

1. Introduction 

LTE network or future generation network are typically based on integration of 

GSM and UMTS system, which will form the heterogeneous system. Basic L'TE ar- 

chitecture is shown in Fig. 1. 
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Abstract

Face recognition is an important computer vision and pattern recognition technology that is

used in various applications like organizing photo albums to surveillance. Face recognition

in pose variations is one of the challenges of automatic face recognition, as intra variation

caused by pose difference sometimes is better than that caused by distinctiveness difference.

However, facial feature changes with pose can be regarded as a continuous process,

meaning that a person’s face image changes from one pose to another pose gradually. Most

of the developed techniques of face recognition are only have capacity of recognizing the

frontal views of faces and assuming that the person was looking straight into the camera. The

frontal face recognition method is right for certain applications where the client poses

constantly the same way from session to session. However, a user might not pose to a camera

for the intention of being recognized, definitely not even knowing that a face image is being

captured. In these cases it is essential for the system to handle faces with in plane and in

depth rotations. Pose invariant face recognition has many real-world applications, specially

in creating a more robust recognition system for commercial and government applications.

Keywords

Face recognition, Pose-invariant, Classifier, Datasets

I. INTRODUCTION

Face recognition (FR) is a process in which face of  individual is identified by a system.

However, identifying faces via as digital eye is not an easy nut to crack. Whenever face

recognition is used transversely in the surveillance system it is regularly very difficult to get

the faces in restricted environment. Hence the system has to be  capable of recognizing the

captured faces even in poor lightning conditions and variations in poses as beside the faces

taken in restricted environment. Moreover, all the techniques are very much affected by

variations and their routine get degraded when pose variations are present. The face
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Speaker recognition system automatically

recognize/identify a speaker by their combined

behavioral and physiological characteristics. A

symbolic inference system for text-dependent

speaker recognition system by exploring the

physiological characteristics embedded in the user

utterance is presented in this paper. The inter-

lexical pause position, complementary spectral

features such as spectral centroid, spectral entropy

and spectral flatness, loudness, pitch and formants

features are extracted from the voiceprint and

symbolic data object is constructed. These features
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Abstract. Speaker recognition system automatically recognize/identify a
speaker by their combined behavioral and physiological characteristics.
A symbolic inference system for text-dependent speaker recognition system by
exploring the physiological characteristics embedded in the user utterance is
presented in this paper. The inter-lexical pause position, complementary spectral
features such as spectral centroid, spectral entropy and spectral flatness, loud-
ness, pitch and formants features are extracted from the voiceprint and symbolic
data object is constructed. These features are explored in this work as inter-
lexical pause position provides the articulation capability of user vocal tract. The
functional properties of the human ear is modelled with spectral characteristics
and loudness feature provides the strength of ear’s perception. The relation
between physical and perceptual properties of sound is estimated through pitch
whereas formants provide the acoustic reverberation of the human vocal tract.
The variability in features of user/speaker utterance of words is represented with
symbolic data. The speaker identification is performed using modified span,
content and position symbolic similarity measures [3], modified for the current
work. The proposed method is evaluated on 100 users of voice corpus of
VTU-BEC-DB multimodal biometric database and achieves an overall identi-
fication rate of 90.56%.

Keywords: Speaker identification � Symbolic object � Voice biometric
Complementary spectral features � Symbolic similarity measure

1 Introduction

Speaker recognition system identify an individual by analyzing the human voice. Voice
is a biometric trait which exhibits combined behavioral and physiological character-
istics used to alleviate the problem of spoof attack in biometric system. Voice of an
user is unique as the knowledge/codes used in the utterances are user specific. The
physical differences in users’ voiceprints are characterized by measuring the amplitude,
frequency, duration and spectral distribution. The information embedded in the voice
signal is extracted at six different levels such as spectral, prosodic, phonetic, idiolectal
(i.e. syntactical), dialogic and semantic [1]. The usage of the text in the testing phase of
the speaker recognition system categorize it as text-dependent and text-independent
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Opinion Content Extraction from Web
Pages Using Embedded Semantic Term
Tree Kernels

Veerappa B. Pagi and Ramesh S. Wadawadagi

Abstract Rapid proliferation of user-generated content (UGC) published over the
Web in the form of natural language has made the task of automatic Information
Extraction (IE) a challenging issue. Despite numerous models proposed in the
literature to address Web IE issues, still there is a growing demand for researchers
to develop novel techniques to cope up with new challenges. In this paper, an
approach to extract opinion content from Web pages using Embedded Semantic
Term Tree Kernels (ESTTK) is addressed. In traditional tree kernels, the similarity
of any two given production rules is determined based on exact string comparison
between the peer nodes in the rules. However, semantically identical tree fragments
are forbidden, even they can contribute to the similarity of two trees. A mechanism
needs to be addressed, which accounts for the similarity of nodes with different
vocabulary and phrases holding knowledge that are relatively analogous. Hence, the
primitive tree kernel function is reconstructed to obtain the similarity of nodes by
searching keywords in opinion lexicon embedded as vectors. Experimental results
reveal that ESTTK results in better prediction performance compared to the con-
ventional tree kernels.

Keywords Opinion extraction � DOM tree � Tree kernels � Classification
Sentiment analysis
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Abstract—Emerging Technologies of IoT are transforming 
slowly with Cities administration. As cities will generate waste at 
an alaraming rate which needs collection of waste in smarter 
way, this collection of waste must be within time and trip 
planning should be done in real time, based on the status of 
waste. Earlier efforts were on collection of waste with smart bins 
but garbage collection to their places and plan trip in an optimal 
path is not much considered. In this paper, proposed IoT 
technologies with management of waste and trip management in 
cities is done, so that cost and time are reduced with optimized 
path for waste collection. Thus proposed effective results for 
same. 

Keywords— Smart bin, Global Positing System(GPS); Internet 
of Things(IoT), Ultrasonic sensor, Genetic Algorithm(GA). 

I.  INTRODUCTION  
Internet of Things is a connection of devices. Devices 

connected to network, transfer data and communicate each 
other provided with a Unique Identifier (UID), with or without 
interaction from human to human/human to computer. 
Automation of human life is goal of an IoT. It’s an ever 
growing Technology connecting sensors, object extends to 
computing capability and also allowing devices to generate, 
exchange and data consumption[8]. 

Urban development is the vision of smart city, to Integrate 
Information and Communication Technology(ICT) and IoT 
Technology to remain safe and to manage a city’s asset. Smart 
city includes smart economy, smart people, smart governance, 
smart environment, smart business, smart living and smart 
mobility. Smart city provides quality of life[9]. 

Waste management is a consistently developing issue at 
local and global levels. Normally, human and animal activities 
emerge has solid wastes and are futile and undesirable. The 
residential waste items are gathered through waste bins at a 
typical place at a specific spot for a road/area. Waste bins 
checking procedure for waste collection is one of the major 
troublesome tasks. The typical technique by which, a man 
needs to wander through the distinctive spots and check the 
spots for waste accumulation. This is to some degree complex 
and time consuming process. Presently, waste management 
system is not as effective as it ought to have been taken over 
the progressions in the advances and technologies that 
emerged in the current years. There is no surety about the 

administration/clearing of wastes at all the spots[10]. To 
conquer this issue another approach, proposed automated 
waste management system. 

II. LITERATURE SURVEY  

Review of papers is carried to know the background, 
current working procedure and existing system flaws, where 
we can workout on unsolved problems. A variety of related 
papers have been reviewed and summarized as follows. 

They focus mainly on collection. Current management 
activity of system and Waste characterization was the main 
objective to study and to determine[1]. It was demonstrated at 
thoubal muncipalty, which highlights municipal solid waste 
management (MSWM) system. And also leaves with 
suggestions, present management system to be improved 
which will be useful for authorities to work further also. Smart 
bin is not used here. 

In paper[2] Author introduces technologies like Global 
Position System, Radio Frequency Identification, General 
Packet Radio Service, Geographic Information System and 
web camera are integrated devices. RFID reader device in 
truck will read both customer and also bin information. 
Efficient waste collection is achieved. Truck management is 
also done but is not in optimized way. 

Writer of this paper introduces two models of routing they 
are dynamic and semi static[3]. Further, accumulation of 
waste in city is done by facilitating IoT a routing model 
dynamically is designed and in case of tragedy it’s robust. 
Research related to waste collection concentrates on routing 
and scheduling dynamic design. Though lesser amount of 
research indicates gathering waste for smarter cities 
assistance. 

Author explains[4] that sensor helps to know the level of 
garbage at maximum level, Micro- controller acts has interface 
between sensor and GSM system. GUI is to monitor garbage 
information for different locations selected. If garbage is not 
collected when maximum filled message reaches higher 
authority to take serious action which inturn will help to 
reduce number of trip for garbage collection and also can 
reduce expenditure. Collecting garbage is efficiently managed.   

This work express to find the shortest route[5] using route 
algorithm and predictions, which will reduce the work force, 
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company has adopted its own supply chain strategy on the basis of their needs,14

capacity, and available resources. So, to analyse the SCM in small-scale industry,15
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The Value Research of Communication and Information 

Sharing in Supply Chain Management (SCM) for en-

hancing the Supply Chain Performance (SCP) - A SSI 

Case Study 

Asst. Prof. Mahesh R Latte 1 and Dr. Channappa M Javalagi 2 

1K.L.E. College of Engg. & Tech.,Chikodi, Belgavi 
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Abstract. The importance of communication & information sharing is increas-

ing day by day in today’s world of digital supply chain management & there are 

lots of value research is going on to increase the supply chain performance. In 

this paper an attempt is made to analyse the communication channels in small 

scale industries (SSI) & information sharing methods & techniques employed 

by the SSI. Also the work carried out is a value research for enhancing the sup-

ply chain performances.  

 In this paper a survey is made across selected 7 SSI in the Kolhapur MIDC 

area. The questionnaire is been prepared for the managers/ Owners & Whole-

salers/retailers & Customers for the preliminary data for analysis along with 

that secondary data is also been collected from different sources on digital plat-

forms & brain storming sessions with the company owners. For statistical anal-

ysis we have used SPSS software for factor analysis & used statistical tools 

such as mean, standard deviation, percentage, t-test, correlation, multiple re-

gression, one way Anova etc and the conclusion is drawn out of the total value 

research & also some of the useful suggestions were drawn out for the positive 

increase in the supply chain performance. 

 

Keywords: Communication, information sharing, supply chain performance. 

1 Introduction to importance of Communication & Information 

Sharing 

An information and good communication can help to improve the consumption of the 

supply chain assets and the synchronization of supply chain flows to increase sensitiv-

ity and diminish cost. Even though the sharing of data can help a supply chain more 

but it is better to satisfy customer needs at lower cost, there is a threat in the assump-

tion that additional data is always better. As extra information is shared across the 

supply chain, the complicity and expenditure of the both required infrastructure and 

the follow-up analysis rise exponentially. The trivial value provided by the infor-

mation share, however, lessens as more and more information become obtainable. It is 
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